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language-specific, hard to analyze large systems, and to maintain consistently ...

still insufficient genericity and automation
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What does it need from research
to support maintaining

variability-intensive software systems
with Generative AI?
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Generative AI – Large Language Models

large pre-trained transformer models:
convert input text into output text
(encoder-decoder)

Generative AI for SE: pre-trained on
several programming languages

defect & clone detection
code summarization
code translation,
...
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Transformer Architecture

context window defines size of input and
output (in tokens)

typical sizes: 8k-32k

Further tuning through hyperparameters
(temperature, learning rate, ...)
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What does it need from research
to support maintaining

variability-intensive software systems
with Generative AI?
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Idea
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How can we assess success of Gen-AI-enabled development of variability-intensive software?
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Levels and Characteristics

How can we classify and assess progress
in using Generative AI for variability-aware SE ?

Scale information amount processed in one step

Task Type analytical vs. adaptive, to a productive end∗

Quality level of reliability: random, junior developer, senior developer, even better

Automation level of manual intervention

∗not a specific variability-intensive task
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Automation Levels

L0 No Generative AI

L1 No Generative AI for Variability small (files) low

L2 Basic Generative AI for Variability small (project) low

L3 Advanced Generative AI for Variability multiple (projects) high

L4 Full Generative AI for Variability unlimited expert

automation scale quality

14 / 18



How can we achieve increase?

Increase Scale

generic solutions

SE solutions

SPLE solutions (partitioning of large
software projects)

Increase Task
towards reaching productive usage

when and how integrate existing tools

ensure traceability

self-optimizations, multiple agents

Increase Quality (and reliability)

decrease error probability
→ pre-training, and fine-tuning

support existing (hidden) knowledge
→ prompting, model-driven techniques

assessment strategies
→ novel datasets and metrics (real-world
projects are too large, accuracy not
sufficient)

increase reliability
→ reasoning for results, certainty values
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What’s next?

exercise the levels for one SPL technique

explore combination of classical SPL techniques with Gen-AI support
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Summary
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Thanks!

Feedback, Questions, ...?
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