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SOTA: Large (Evolving) Variability-Intensive Software
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What does it need from research
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with Generative Al?
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What's next?

exercise the levels for one SPL technique

explore combination of classical SPL techniques with Gen-Al support
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Feedback, Questions, ...7




